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ABSTRACT

Image description generation is the process in
which the sentence is generated for the context of
the image. In this process, there are two important
parts: feature extraction from the image and sentence
generation based on the image features. The process
of image description generation works as the
combination of computer vision and natural language
processing. This paper intends to represent the
image description generation framework based on
the pre-trained Convolutional Neural Network
trained by Deep Residual Network (ResNet) for
feature extraction and Two Long-Short Term Model
(Two-LSTM) for sentence description. The
experiment of the system is implemented on the
Flickr8Kdatasets and the performance of the system
is measured using standard evaluation metrics, such
as: BLEU, METEOR, CIDEr, and ROUGE-L.

KEYWORDS: Image Description Generation,
Convolutional Neural Network, ResNet, Long-
Short Term Memory, LSTM.

1. INTRODUCTION

Image description generation process is still
challenging in the artificial intelligence processes
and is used both computer vision process and natural
language process. Computer vision is utilized to
extract the features from the image, and natural
language processing helps in generating the
sentence description that further describes what the
image shows. The process of the image description
generation requires the model to acknowledge
objects in an image, to comprehend the relationship
between objects and to communicate them in a natural
language sentence.

Deep learning model has become as core
component any advanced applications, and the
usage of this learning method is also much more
available. Image captioning can produce a single
significant and comprehensive grammar phrase and
increase description precision by using a profound
learning model. This paper presents the image
description generation framework by using deep
Residual Network (ResNet) and Long-Short Term
Model (LSTM). The system is implemented on the
benchmark datasets: Flickr8k; and evaluated the
performance of the model using BLEU, METEOR,
CIDEr, and ROUGE-L.

The rest of the paper is prepared with the
following sections. The related works of this research
is reviewed in Section 2.  Section 3 shows the
structure of the image description generation
framework and explains the methodologies. The
experimentation is implemented in Section 4. Section
5 concludes about the methods with the limitation
and future works of the system.

2. RELATED WORKS

Vinyals et al. [1] suggested an end-to-end
neural image caption generator model called NIC
by integrating deep CNN with LSTM. NIC first
utilizes a convolutional neural network to encode
the image and then utilizes a recurrent neural
network to produce a natural language sentence
that matches with the image. This measured
efficiency with the conventional assessment
metrics and also assessed individual judgments on
five benchmark datasets.

Mao et al. [2] initiated the multimodal recurrent
neural network (m-RNN) technique to extract new
image caption. The proposed m-RNN technique
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consists of two networks. A convoluted neural
network that encodes images and adeep recurrent
neural network generates sentences. The two
subnets communicate with each other in the
multimodal layer to form the entire m-RNN model.
The input to this method is the image and the
sentence. The probability distribution is calculated
to form the next captioning word for the sentence.
The model includes five additional layers: a two-
word embedded layer, a recurrent layer, a
multimodal layer, and a SoftMax layer.

Donahue et al. [3] proposed the Long-term
Recurrent Convolutional Network (LRCN) that is
similar with m-RNN [4]. for visual recognition and
description, LRCN incorporates long-range
temporal recursion with convolutional layers.
LRCN uses AlexNet for feature extraction of the
image and a stacked two-layer LSTM for image
description generation by feeding the image
content. In a stacked two-layer LSTM, bottom
LSTM is supplied only with the prior word to
embed, and the top LSTM takes the feature of the
image as input and the bottom LSTM output the
result. The benefit of the stacked architecture is
that top LSTM merges the image and the context
information to predict the distribution of word, and
bottom LSTM can concentrate on text information
modelling.

Jia et al. [5] suggested the alternative LSTM
extension which is called guided LSTM (gLSTM)
and long sentences can be generated by using this
gLSTM. This model brings the semantic image-
extracted information into LSTM cell state and
each gate to produce image descriptions as input
together with entire image. It also examines the
various strategies for controlling the captioning
length by normalizing with the semantic
information. Multimodal embedding space can also
be used to extract semantic based information from
the image.

Wang et al. [6] indicated the architecture by
integrating the benefits of simple RNN and LSTM
used throughout parallel fusion for image
captioning, namely parallel-fusion RNN-LSTM.
This strategy enhances performance and
effectiveness through evaluation on Flickr8 K
dataset with BLEU and METEOR. Future research
must examine the restriction of simultaneous
threads by using more complicated image features
to concentrate the greater efficiency.

Aneja et al. [7] studied convolutional image
captioning technology, which has proven to be
consistent with current LSTM techniques. Validity
and comparison performance is shown by
verifying on the MSCOCO datasets. Models can
be used to carefully improve performance. Wang et
al. [8] found a framework for producing the caption
of the image using a convolutional neural network
(CNN). MSCOCO has been extensively studied to
examine the effects of model size and thickness.
Compared to the LSTM-based model using a
similar attention process, the proposed design can
be compared in terms of BLEU, METEOR and
CIDER scores.

There are few important literatures on image
description processes but mostly lack of explicit
concluding remrks and scope for research
directions that can be implemented. Thus, an
extensive comparison is required to assess what
methodology could be considered as benchmark
with suitable datasets.

3. IMAGE DESCRIPTION GENERATION MODEL

This system presents the analysis of image
description generation model by using deep residual
network (ResNet) and long-short term model (LSTM)
as shown in Fig 1.

Fig 1.Image Description Generation Model
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3.1 Convolutional Neural Network

Convolutional Neural Network (CNN) is
fundamental type of deep learning method similar to
ordinary neural network with hidden layers. In
convolutional neural network, increasing the number
of hidden layers poses several challenges which are
overcome in CNN. In CNN, convolutional layers,
pooling scheme, normalization scheme and fully
connected layers are main components. Pooling is
most important component that helps in reducing
the repeating number of features and allowing the
hidden layers to increase. CNN works much better
than ordinary SVM or any other training method.

There are many pre-trained model for
Convolutional Neural Network (CNN). Among them,
some pre-trained model that contained in Keras. Keras
is a neural-network library, which is open-source and
is written with Python. There have been many
research areas that used Keras. For image captioning,
many researchers used Keras pre-trained model for
image encoding that extracts the features of image. It
supports convolutional neural networks, recurrent
neural networks, and also combinations of two
networks; and runs impeccably on CPU and GPU.
There are many pre-trained models for image
captioning. Among them, this study is applied deep
Residual Networkfor the feature extraction of the
image.

The Residual Network (ResNet) [9] is  a
specialized neural network that helps to manage more
advanced deep learning tasks and models. ResNet is
implemented by adding the corresponding residual
version to the normal network. In the network, the
layer uses the reference as a layer input to learn the
redundant function instead of learning the function
without reference. ResNet can achieve precision from
a greatly increased depth and is easy to optimize.
ResNet is available in 18, 34, 50, 101 and 152 versions.
34-layer ResNet is better than 18-layer ResNet. The
34-tier ResNet reduced the previous error by 3.5%.
The 18-layer ResNet is faster than an 18-layer normal
network. ResNet 50/101/152 is more sensitive than
ResNet 34. Therefore, ResNet50, ResNet101, and
ResNet152 are implemented in the feature extractor.

3.2Long-Short Term Memory

Long-Short Term Memory (LSTM) is used that
can handle long term dependence and also address
the problems of hidden states. LSTM was actually
suggested by Hachreiter (1997) mainly to deal with
long term dependency issues and the information

can retain for very long time also [10]. LSTM is
designed in chain like structure with four important
layers, namely Forget Gate (f); Input Gate (I);
Candidate Layer (C ); Output Gate (O). Except
Candidate layer, other layers are all single layered
networks that use Sigmoid function whereas
Candidate layer utilizes Tanh function for activation
purposes. Generally, three major steps are executed
in LSTM operation. The information that has to be
thrown away is processed in first step and second
step determines what information has to be stored
as new information. Output is appropriately decided
by third step.The output of the LSTM cell is
calculated with the following equations.

(1)

(2)

(3)

(4)

(5)

(6)

In the equations,ft is forget gate, ̄ ct  is cell state,
it is input gate and ot is output gate, ct is current cell
memory, ht is current cell output, ct-1 is previous cell
memory, ht-1 is previous cell output, xt is input vector.
Wx and Wh are the weights of input and the previous
cell output respectively.

4. EXPERIMENT

4.1 Dataset

There has been many popular datasets that is
used for image description generation model such
as Flickr8k [11], Flickr30k [12], MSCOCo [12], etc.
Among them, this study presents on Flickr8k [11]
benchmark datasets. That is very popular and mostly
used for image annotation. The images from Flickr.com
website is collected for Flickr8k dataset. Flickr8k
dataset consists of 8,092 images; and divided into
6,000 images to train, 1,000 images to test and 1,000
images to validate. Five sentences are created for
each image in the dataset by characterizing with
events scenes, situation, and entities (animals,
people and objects). The grammar of images from
the dataset is tested with the help of the workers and
spelling is checked with United State format.
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Fig 2. Sample images and descriptions from the
dataset

4.2Evaluation Metrics

The evaluation metrics are mostly implemented
to measure the performance of image captioning
model. There are many popular evaluation metrics.
Among them, this study is evaluated with Bilingual
Evaluation Understudy (BLEU), Metric for
Evaluation based Image Description Evaluation
(METEOR), Consensusbased Image Description
Evaluation (CIDEr), and Recall-Oriented Understudy
for Gisting Evaluation (ROUGE).

BLEU [13] measures by the similarity between
machine-generated sentences and sentences in a data
set. It is part of the N-gram. This is very similar to
human judgment. Therefore, this is often referred to
as a humanoid assessment for machine translation.
In this experiment, the performance of the model will
be verified at 1, 2, 3 and 4 grams, respectively.

To overcome the BLEU metric problem,
METEOR [14] was designed based on the harmonic
averages of unigram precision and recall rates. It is
used the same resources to evaluate the target

language and create a statistical translation system.
Open source software is freely available for that.
Unlike BLEU indicators, METEOR seeks compliance
at the corpus level.

CIDEr [15] is used to evaluate definitions created
using human consensus. The purpose of CIDEr is to
automatically evaluate the description for the image.
The metric specifies the number of units of ideas
that match the candidate sentence in the image
description set.

ROUGE-L [16] is designed for measurement of a
general result of maximum length between the target
and source statements. There are four different
ROUGE measurements: ROUGE-L, ROUGE-N,
ROUGE-S, and ROUGE-W. Because the survey has
a sentence-level LCS, ROUGE-L is used for the most
common sequence of results (LCS) in this experiment.

4.3 Experimental Results

To implement the image description generation
model, we have used the machine with Intel Core I7
processor with 8 cores and 8GB RAM running on
Window 10 OS. Keras library based on tensorflow is
used for creating and training deep neural networks.
Tensorflow is a deep learning library developed by
Google [17]. Tensorflow uses the graph definition to
implement the deep learning network. It can be
executed on any supported devices by defining one
graph at once.

For the image description generation model, we
are using by combining CNN and LSTM. ResNetsare
used for the image features extraction task and act
as an image encoder. That model is trained with 10
epochs. Table 1 shows the experimental results for
image description generation.Generally, ResNet50 is
better than the other two and ResNet152 is better
than ResNet101. However, BLEU-2, BLEU-3, BLEU-
4 of ResNet152 is the better than ResNet50 and
ResNet101. Sample generated descriptions of the
images are shown in Fig.3.

This work compares few image description
generation models in terms of various performance
metrics and it can be evidently seen that ResNet50
outperforms all the models. So, the comparison of
literature suggests that we need to expensively
evaluate and based on that the suitable model can
be recommended.
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Table 1. Experimental results of image description generation

Fig 3.Some Generated Captions for Sample Images

5. CONCLUSIONS

This paper studies the analysis for image
description generation models and the study used
the encoder-decoder framework for image description
generation. Deep residual networks (ResNets)are
used as the encoder to extract features from image
and LSTM is used as the decoder to generate a
sentence that described the image. This study is
implemented on Flickr8k dataset and evaluate with
BLEU, METEOR, CIDEr, and ROUGE-L evaluation
metrics. We have evaluated different models in term
of performance evaluation parameters and observed
that the model ResNet50 does well in comparison
with other models.The work, however, doesn’t
consider the attention mechanism on the model. For
the extension, we will test with different datasets and
other different models, and we will also add the
attention models in the encoder-decoder framework.
Though, the test and experimentation were carried
out for a dataset which is significantly used by
numerous researchers.
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